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“Native” slurm isn’t real term. It is more of the term that Cray is using for its slurm 
launcher since the initial efforts towards a slurm launcher was slurm over alps.  Note 
that this launcher also works for Slurm outside of Cray systems  

 

Initially, the slurm-srun launcher was put together close to the 1.9 release and had 
some bugs in it. Theses bugs led to suboptimal performance and didn’t work with the 
UGNI comm layer. These issues have since been fixed and will go out with the 1.9.0.1 
release (Cray module only). 
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The slurm-gasnetrun_ibv uses gasnetrun for infiband to launch jobs instead of srun. 
It’s not clear yet if we will be able to merge them or if there are cases where srun will 
not be able to launch jobs over infiniband; or whether maintaining the GASNet 
launcher will have other benefits. 

6 



Moab/Torque recently (since Chapel 1.8) stopped starting jobs that have 
mppdepth=<numcpus> as part of the resource requirement. This is a known problem 
and as a workaround we now simply specify the number of nodes and walltime for 
Moab/Torque jobs and let aprun specify the number of cpus to use.  

 

Previously we didn’t differentiate WLMs as well as we could have. PBSPro was 
detected, but Moab/Torque got detected as ‘unknown’ and just had default settings 
used. The fix updated the launcher so we identify when we are using moab/torque 
and change our resource request appropriately.  

 

Fixed with r23049 on 04/02/2014 
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To clarify, the difference between the ‘foo’ compiler and the ‘cray-prgenv-foo’ 
compiler is that the former refers to running the compiler directly (e.g., fcc) and the 
latter refers to running the Cray Programming Environment’s ‘cc’ that wraps ‘fcc’.  
These are treated as distinct compiler targets within Chapel to account for any 
distinct flags or default configurations that the Cray Programming Environment adds. 
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