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For each benchmark, we present major contributions to performance improvements. 

 

Most graphs plot performance – bigger is better.  Exceptions as indicated. 

 

Note that the ungi + muxed option is only available within the Chapel module, not 
part of the open-source release 

 

Note that GASNet+mpi is not a combination that one would want to use for 
performance reasons; it exists primarily as a robust but slow portability option.  We 
present results for it here simply as a point of comparison (the other options should 
outperform it) 
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test/release/examples/benchmarks/hpcc/stream-ep.chpl 

m=357,739,200 per node 
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The first graph: for each run, pick the performance of the slowest node. Then, take 
the average over 6 runs. Shaded areas show the spread over 6 runs. 

The improvement is: 23004 Count running tasks in the module code, not the runtime 
tasking layers (Greg). 

 

The second graph: for each run, pick the fastest node (highest line), average node 
(middle line), slowest node (lowest line). We believe NUMA effects make individual 
node performance very variable. We ignore the best-case performance because it is 
not reproducible. 

 

Yellow vertical bars indicate Releases 1.8 and 1.9. X axis shows revision numbers. 

 

Count running tasks in the module code, not the runtime tasking layers: r23004. 
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test/release/examples/benchmarks/hpcc/stream.chpl 

m=357,739,200 per node, 5.7G total 
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The first graph measures per-node performance – the slowest node in a run is taken. 
The second graph measures the whole-system performance (16 nodes). 

 

Yellow vertical bars indicate Releases 1.8 and 1.9. X axis shows revision numbers.  

 

Sync variable implementation: switch between using condition variables and spin 
waiting: r22137. 

Thread idle spin instead of spin or cond: r22210. 

Make the polling architecture more symmetric and simple: r22823. 

Count running tasks in the module code, not the runtime tasking layers: r23004. 

 

9 



test/release/examples/benchmarks/hpcc/ra-atomics.chpl 

n=8,589,934,592 (2^33), 10M updates (ugni), 1M updates (GASNet/mpi, 
GASNet/aries) 
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test/release/examples/benchmarks/hpcc/ra.chpl  useOn=true 

n=8,589,934,592 (2^33), 10M updates (ugni), 1M updates (GASNet/mpi, 
GASNet/aries) 
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test/release/examples/benchmarks/hpcc/ra.chpl  useOn=false 

n=8,589,934,592 (2^33), 10M updates (ugni), 1M updates (GASNet/mpi, 
GASNet/aries) 

GASNet/aries was not available for 1.7 

RA under GASNet/mpi times out for 1.7 

RA under GASNet/aries crashes at run time for 1.9 
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Yellow vertical bars indicate Releases 1.8 and 1.9. X axis shows revision numbers. 

 

Make the runtime startup code more symmetric across 
locales: r22787, r22809, r22813. 
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test/release/examples/benchmarks/hpcc/fft.chpl 

n=4,194,304 (2^22) 
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test/release/examples/benchmarks/hpcc/hpl.chpl 

n=1023, nb=32 

 

The formal temp reduction change was r22900 
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test/studies/hpcc/HPL/vass/hpl.hpcc2012.chpl 

n=31,999, nb=200 
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test/release/examples/benchmarks/hpcc/ptrans.chpl 

n=2,000; nb=100 
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test/release/examples/benchmarks/ssca2/SSCA2_main.chpl 

scale=4,194,304 (2^22), start verts=64 (2^6) 

for v1.9, start verts=16 

 

We also have performance data for toy problem sizes. We are not reporting them 
here because they are not significant. 
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Yellow vertical bars indicate Releases 1.8 and 1.9. X axis shows revision numbers.  

 

Make the runtime startup code more symmetric across locales: r22787, r22809, 
r22813. 

Count running tasks in the module code, not the runtime tasking layers: r23004. 
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test/npb/ep/mcahir/ep.chpl 

Class D 
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Large spread makes precise analysis difficult. 

 

Yellow vertical bars indicate Releases 1.8 and 1.9. X axis shows revision numbers.  

 

Add abs function for real(64): r22102. 

Make the runtime startup code more symmetric across locales: r22787, r22809, 
r22813. 

Count running tasks in the module code, not the runtime tasking layers: r23004. 
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