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Motivations

1. Existing tools (such as NetworkX) cannot scale to handle the size of 
graphs/datasets that modern data scientists need to work on.

2. Highly productive tools must be able to integrate easily into existing 
workflows and working environments.

3. ‘Time-to-productivity’ is an important metric to consider when adopting 
a solution.
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Need

When installing Arachne, it is not uncommon to get an error several 
hours from when a mistake was made, and for the error to be 
seemingly unrelated.
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The error: fatal error: ‘zmq.h’ file not found 

The cause: The environment was built using 
the Anaconda environment files in the Arkouda 
directory (as instructed), and then ran the `pip 
install’ command immediately thereafter in 
Arkouda rather than doing so in Arachne’s 
directory and then going back to Arkouda’s 
directory to run the command.

This step took place 2 hours and 19 minutes 
before the error was revealed during the 
final step of the installation.

The cause: The wrong version of cython was 
installed automatically and since Arachne relies 
on pip while Arkouda uses Anaconda, the 
dependencies are not properly synced or 
checked.

This step took place 1 hours and 56 minutes 
before the error was revealed during the 
final step of the installation.

The error: fatal error: ‘arrow/api.h’ file not found

The cause: Different versions of Chapel and 
Arkouda were mistakenly installed initially, despite 
changing to the correct versions before this step 
and rebuilding the chapel environment multiple 
times.

These steps were separated by over a full day.

The error: error: unresolved call ‘unmanaged domain(1,int(64),,one).locDoms[int(64)]’



Solution Requirements

• Handle the installation, configuration, and building of Arachne 

automatically regardless of the system it is run on.

• Allow a developer or administrator to modify the environment 

(configuration options, packages, etc.) being built.

• Be easily kept up to date by the developers and allow for developers to 

perform automatic testing.
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The Deployment Tool - Portability

• Written in POSIX Shell, it is designed to be 

highly portable
• it has been tested to run on various versions 

several major *NIX-like operating systems, 

including several GNU/Unix distributions 

(RHEL, Ubuntu, and others) and BSD-

derivatives (FreeBSD and MacOS).
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The Deployment Tool – Ease of Use

• By leveraging flags, a single command can be copied from documentation 

or as created by an administrator to install a desired installation without 

any further user-involved other than entering their password:
-u | --unattended :  whether to handle the installation automatically or not

-r | --release :  whether to use a stable, rolling, or ‘developer’ release

-e | --environment :  whether to create a user or developer environment
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curl -fsSL https://raw.githubusercontent.com/Bears-R-Us/arkouda-njit/main/install.sh -u | bash

curl -fsSL https://raw.githubusercontent.com/Bears-R-Us/arkouda-njit/main/install.sh -u -r rolling -e developer | bash

*NOTE: The tool has not gone live yet, these commands will return an error until that time.Or



The Companion File
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• Set what packages to install, 

what version to install (or 

several by leveraging the 

$RELEASE_TYPE variable)
• Determine the location from which to install packages from

• Define what, and the value of, the environment variables to be set

• Override what functions are run, the order of different steps, etc.



Real-World Results
Without the deployment tool:
• Several PhD students (both at our lab and collaborating universities) took weeks getting a 

working Arachne installation, new undergraduates and other interns often didn’t work 
with Arachne directly.

• When collaborating with Ivy league universities, even individuals with technical 
backgrounds took nearly a week and over a hundred back-and-forth messages with the 
developers at our lab to get a working Arachne installation.

With the deployment tool:
• While errors are still sometimes encountered, several members of our lab (and even high 

school interns) have been able to install Arachne from a single command – across three 
different operating systems and several different desired environment configurations.

• When issues were encountered, they were usually solved in just a few messages, and 
some were solved by the intern themselves while waiting for a response.
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What comes next?
• There are several improvements planned for the deployment tool, especially for the script 

generator and its integration with GitHub actions.

• New errors and improvements are being discovered as it is being run on more systems, as 

we have more users, it will become more stable.

• There have been several feature requests already, including allowing it to install other 

modules for the Arkouda/Arachne framework, which offer additional functionality such as: 

multiplexed and bidirectional communications with the Arachne server, integrations with 

Kubernetes/Helm, and integrations with Prometheus for better monitoring the sever.
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Conclusion

• Allows for individuals not experienced in system administration to install and configure Arachne on their 

machine.

• In unattended mode, the total interaction time by the user often less than one minute.

• Allows for better testing (CI/CD) of Arachne to ensure compatibility with different packages / 

dependencies.

• The tool should be incorporated into the Arachne GitHub repository for public use soon 

• Along with new and updated documentation for installing, configuring, and using Arachne (both manually 

and with the deployment tool).
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Thank You!

Questions?
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What about containerization?
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• Containerization is powerful, however, poses certain restrictions, especially for 

particularly resource intensive applications, which Arachne absolutely can be.

• Local installation allows for better control over the configuration, direct access to 

system resources, and better integration with other tools on the system.

• The script generator for the deployment tool should be able to generate the 

dockerfiles to containerize Arachne, which will also be offered if that is preferred.



What about Ansible?

• Ansible playbooks and Nix/Nix Flakes were inspirations for the the deployment 

tool and its companion file

• Ansible must be installed and setup on the host system (managed node), and is 

often expected to be used in conjunction with a control node.

• While Ansible can be used with a premade playbook rather than a control node, 

it does not offer the same ability to be customized in an interactive installation or 

through passing flags for an unattended installation.

13September 2024


