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Overview of the Complete Research

• Objective: 
• One-stop solution for non-HPC users to 

exploit massive data sets.

• Research  focus: 
• Data structures and algorithms

• Framework: 
• Arkouda
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Fundamental Constructs and Algorithms



Why Arkouda?
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Bill Reus' CHIUW 2020 Keynote
https://chapel-lang.org/CHIUW/2020/Reus.pdf

Image From Mike Merrill’s CHIUW 2019 Talk
https://chapel-lang.org/CHIUW/2019/Merrill.pdf

Flexibility+Capability
A vital system 

growing with your need

https://chapel-lang.org/CHIUW/2020/Reus.pdf
https://chapel-lang.org/CHIUW/2019/Merrill.pdf


Large-Scale Graph Analytics in Arkouda
• Why graph and what is the challenge
• Graph is  a powerful tool to represent and solve widely available problems
• Real-world graphs have become very large

• billion or trillions of edges, regular computing at a local laptop level becomes more difficult, time 
consuming, and possibly even impossible! 

• What we have done
• A double-index based data structure
• Parallel and distributed (multi-locale) breadth-first search algorithm
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Double-Index Graph Data Structure
• Advantage
• O(1) time complexity

• Locate specific vertex from given edge ID
• Locate adjacency list from given vertex ID 

• Compared with CSR (compressed sparse 
row)
• Similarity 

• Value array  <-> SRC/DST, array size is NNZ
• column index <-> STR , array size is |V|
• row index <-> NEI, array size is |V|+1 and |V|

• Difference 
• We can search from edge ID to vertex ID, CSR 

cannot
• We need a bit more memory (another NNZ array) 

than CSR
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Support Edge-Oriented Graph Partition

• Imbalance in vertex’s degree
• Power law degree distribution of real-

world graphs
• One vertex can have very different number 

edges

• Edge oriented partition 
• Edge array is much larger than vertex 

array
• Align vertices to corresponding edge 
• load balancing 
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Breadth-First Search (BFS) Problem
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High Level Multi-Locale BFS Algorithm
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Parallel next frontier search 
Parallel new vertices insert 

High level data structure
Distributed parallel 



Low Level Multi-Locale BFS Algorithm
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Low level data structure

Parallel next frontier search
Parallel new vertices insert 

Explicit global communication

Distributed parallel execution



Datasets for Experiment (Sparse graphs)
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Graph Building in Arkouda
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RMAT Delaunay Kron

Parallel data reading/generating+graph sorting
Almost the same building efficiency/resource efficiency for different number of 
edges on the same resource



Results of different BFS Variants 
• High level data structure

• Distbag, set, and domain
• Parallel construct

• forall/coforall
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redundant calculation without idle threads 

no redundant calculation with idle threads  

Different parallel constructures can affect performance

High level algorithm can compete with low level algorithm
under the same algorithm framework
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Optimization results 
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Low level 
algorithm results

High level 
algorithm results

Employ reverse Cuthill-Mckee (RCM) algorithm as a preprocessing step



Conclusion

• Arkouda (Python+ Chapel) can be used to handle large graph analytics with  
two advantages:
• High productivity and high performance

• Chapel based high level parallel graph kernel algorithm development can 
achieve high performance
• even better than low level message passing method for our case

• First step to evaluate the feasibility and performance of Arkouda-based large 
graph analytics
• more graph algorithms and more optimizations in future work
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Thank You!

Q&A



Typical Environment Set-Up
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Jupyter
Or

Python3
Code

Python3 Implementation:
• Pdarray class
• Rely on Python to reduce 

complexity
• Integrate with and use NumPy

Server Implementation:
• High-level language with C-

comparable performance
• Great parallelism handling
• Great distributed array support
• Portable code: laptop --> HPC

Where can I get it?:
Image: https://chapel-lang.org/CHIUW/2020/Reus.pdf
Software: https://github.com/mhmerrill/arkouda
Our Contribution: https://github.com/Bader-Research/arkouda/tree/streaming

ZMQ

User

https://chapel-lang.org/CHIUW/2020/Reus.pdf
https://github.com/mhmerrill/arkouda
https://github.com/Bader-Research/arkouda/tree/streaming


Arkouda: Maximize the benefit of Data Science

• Barriers to exploit data science 
• Interface barrier: low level programming->high level programming 
• Resource barrier: PC resources->cloud/supercomputing resources 

• What is the challenging problem?
• Interactive (enough flexibility) + Large-scale analytics (enough capability)
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